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Abstract 

 

   An orbital environment debris evolutionary model for low Earth orbit has 

been developed at Kyushu University. A fast orbit propagator is essentially 

needed in such an evolutionary model because the number of space debris larger 

than 1 cm in low earth orbit is very large and it takes much time to compute 

long-term orbital changes of space debris. The effects of orbital perturbations 

are investigated for hundreds of years, and the rate of change in orbital elements 

were invented by earlier publications. New expressions of the rate of change in 

orbital elements are presented to account for gravitational forces of the Sun and 

Moon. This paper analyzes the long-term effects of orbital perturbations based 

on the new analytic models of third body forces and conventional analytical 

models of atmospheric drag, solar radiation pressure, and zonal harmonics. 

Some results are shown that can predict the changes of the orbit. The models 

shown in this paper will be useful for long-term calculation of the satellite 

orbits. 
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1. Introduction 

 

The population of artificial objects in space is growing continuously, with around 96% of the 

more than 9,000 cataloged objects in orbit being debris. Spent rocket bodies and inactive payloads 

occupy the most on-orbit population in mass and number. Particles from centimeters through 

millimeters in size, which are difficult to detect by ground facilities, are hazardous and may destroy 

space structures that are not sufficiently protected. One breakup in space can create several hundred 

or more fragments that are potential hazards to other spacecraft. It is necessary not only to avoid 

collisions between operating spacecraft and orbital debris but also to stop degradation of the orbital 

environment. Study and long-term prediction of the orbital debris environment in low-Earth orbit 

(LEO) are especially urgent needs for secure and safe human space development and exploration. 

Kyushu University has developed an orbital debris environmental evolutionary model in LEO. In 

the model, a fast orbit propagator is especially needed because the number of space debris larger 

than 1 cm in LEO is very large and it takes much time to compute the long-term orbital evolutions 
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of all orbital debris observed. 

The studies of the general orbit perturbation techniques have been continued for hundreds of 

years by many scientists since Newton studied the Moon’s motion. Nowadays, the innovation of 

intelligent technology enables us to calculate orbits of satellites numerically with computers. 

However, analytical solutions have the merit that can calculate long-term evolution of an orbit with 

a long step size (e.g., 5-day), and they make it easy to understand how the orbit evolves and 

provides deep insight on orbit perturbations. 

In chapter 2, a new analytical model of gravitational forces of the Sun and Moon are presented 

that can be applied to satellites of arbitrary specifications. In chapter 3, a new analytical model of 

atmospheric drag is introduced. In chapter 4, the results of comparisons between the conventional 

propagator and the new propagator are shown. The present work analyzes the long-term effects of 

perturbations of the orbital elements (semi-major axis a, eccentricity e, inclination i, right ascension 

of ascending node Ω, argument of perigee ω, and mean anomaly M) faster and more accurate than 

conventional methods. 

 

 

2. Gravitational Perturbations 

Luni-Solar perturbations of the orbit of an earth satellite are not negligible because of the large 

attraction forces. Therefore, the effects of the gravitational perturbations of the Sun and Moon were 

investigated by many mathematicians and scientists. According to Cook 
3)

, the first paper was 

published by Spitzer 
23)

 using only the first terms of the Hill-Brown lunar theory. In the second, 

paper, Kozai 
17)

 introduced the disturbing function due to the Sun and Moon including secular and 

long period terms. After that, various efforts by Moe 
18)

, Geyling 
13)

, Musen 
19,20,21)

, and Cook 

improved the disturbing function. In this section, the new perturbing functions due to the Sun and 

Moon is shown which is derived strictly to second order of the distance. 

 

2.1 Perturbation due to the i-th body 

The perturbing function due to the i-th body, Ui can be expressed by 
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where G represents the Earth’s gravitational constant, mi is the mass of the i-th body, ri is the 

geocentric position vector of the i-th body, and r is the geocentric position vector of the satellite. 

If ir r≫ , then we can use the following approximation form for 1/ i −r r : 
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The third order terms ([ ] part in the above equation) can be neglected for the sun but up to third 

order terms for the moon should be taken into account. Substituting the above equation into the 

perturbing function, we obtain 
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It should be noted that the first term /
i i

Gm r  of Eq. (2.2) has been eliminated in Eq. (2.3) 
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because 
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Let ir  be expressed in the satellite coordinate system RSW (Appendix A) as follows: 
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 (2.5) 

where the vector (p, q, w) is the perigee vector in the perifocal coordinate system PQW (Appendix 

A), and  f is the true anomaly. Then we obtain 
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 (2.6) 

or 

 ( )( )2

2
cos 1 sini
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p E e q e E
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where a is the semi-major axis, and e is the eccentricity. The former equation is explicitly 

expressed in terms of true anomaly, f, while the latter equation is explicitly expressed in terms of 

eccentric anomaly, E. 

Cook 
3)

 introduced the approximation in another way, 
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φ is the angle between the radius vector to the satellite and the disturbing body. 
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where u is the argument of latitude which is the sum of the argument of perigee ω and true anomaly 

f. A and B are calculated from 
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The relationships of A, B, p, and q are as follows 
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In comparison to the complexity of A and B, the calculations of p and q are easier. And the order of 
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Cook’s approximation is first-order whereas the new method is second order. It is obvious the new 

method is more accurate than conventional method. 

Averaging the perturbing function due to the i-th body over one revolution, then we can obtain 
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Therefore, the rates of change in the orbital elements can be calculated. The equations of the results 

are written in Appendix C. 

These equations give very good accuracy of the satellite orbit for long-term computations 

although there are fewer terms of calculation than in Cook’s method. The simulation results of 

comparisons between this new method and Cook’s method will be shown in section 4. 

 

 

3. Atmospheric Drag 

The effect of the atmospheric drag is the most important perturbing force in low earth orbit 

because it is the only drag force which causes reentry. The functions for long-term calculation of 

the atmospheric drag were developed by King-Hele 
4)

 which work well but are complicated. In this 

section, simplified method for long-term computation of the effects of atmospheric drag 

considering the rotation of the Earth is derived.  

A specific acceleration is shown by 

 
1

2

D
drag rel rel

c A
v

m
ρ= −a v  (3.1) 

where cD is the drag coefficient which is a dimensionless value which reflects the satellite’s 

susceptibility to drag forces. The drag coefficient for satellites in the upper atmosphere is often 

considered to be approximately cD ~ 2.0. Spheres have cD ~ 1.0. The drag coefficient is 

configuration-specific and is seldom approximated to more than three significant digits. The 

atmospheric density, ρ, indicates how dense the atmosphere is at a given altitude and is perhaps the 

most difficult parameter to determine. Another difficult parameter to estimate is the cross-sectional 

area, A, defined to be the area that is normal to the satellite’s velocity vector. For a tumbling reentry 

vehicle, such as Skylab in 1980, it is nearly impossible to know the attitude accurately, so A is 

inherently uncertain. We also need the satellite’s mass, m, along with the relative-velocity vector. 

For some satellites, we cannot assume that the mass is constant. Recognize the 
rel

v  is not the 

velocity vector typically found in the state vector. This velocity vector is relative to the atmosphere. 

Actually, the Earth’s atmosphere has a mean motion due to the Earth’s rotation, and the local winds 

are superimposed on this mean motion. Notice also that the force of drag in opposite to the velocity 

vector at all times. This is the primary use for the NTW coordinate system. In this system, the 

primary axis (N) lies in the orbital plane, normal to the velocity vector. The T axis is tangential to 

the orbit, and the W axis is normal to the orbital plane as in the RSW system. For a non-spherical 

satellite, we must also consider companion aerodynamic forces such as lift and drag forces. 
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We usually call m/(cDA) the ballistic coefficient, BC, it represents another measure of the 

satellite’s susceptibility to drag effects. With this definition, a low BC means that drag will affect 

the satellite significdantly and vice versa. These quantities have many definitions, so it’s very 

important to understand which one is being used. 

The velocity vector relative to the rotating atmosphere is given by 

 
rel Earth

d

dt
= − ×

r
v ω r  (3.2) 

Escobal 
26)

 gives a more general expression including wind variations, which requires the wind’s 

speed, vw, and azimuth, βw, and the satellite’s right ascension and declination. But many 

applications do not use this expression because the additional information is usually not available. 

Instead, the satellite’s specific orientation and shape are determined to help determine the satellite’s 

effective cross-sectional area. Now, we will derive an expression for the velocity vector relative to 

the rotating atmosphere. Consider the RSW coordinate system (See Appendix A), then the vectors  

/d dtr , the Earth’s rotational velocity 
Earth

ω , and the distance from the earth r in Eq. (3.2) can 

be expressed by 
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respectively. The Earth’s rotational velocity 
Earth

ω is often assumed to be constant, and indeed it 

seemed to be so for many years, given the limits of measuring devices. Most applications use the 

adopted constant value for the Earth’s rotation: 

 
5 127.29115 10 1.5 10 [ / ]

Earth
rad sω − −= × ± ×  (3.4) 

Submitting the above vectors into Eq. (3.1), we obtain the expression of the velocity vector relative 

to the rotating atmosphere in the RSW coordinate system. 
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For convenience, the equations shown below may be useful 

 ( ) 33 32sin , 1 cos , cos , cos sin
h h h

r e f r e f R i R u i
p r p

f= = + = ==ɺ ɺ　 　 　  (3.6) 

where p is the semi-latus rectum and h is the specific angular momentum, f is the true anomaly, and 

u is the sum of the argument perigee, ω, and the true anomaly. 

A general method to obtain the first-order solution according to King-Hele
4) 

will be described 

here. This method uses the eccentric anomaly, E, as independent variable, and uses a power series 

of ecosE valid for e < 0.2. However, we use the expressions derived by Blizer
 11）. Since the 

geocentric latitude, φ, is given by 

 sin sin sinu iφ =  (3.7) 
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the magnitude of ωEarth × r can be expressed in terms of geocentric latitude as 

 cosEarth Earthrω φ× =ω r  (3.8) 

If γ denotes the angle between dr / dt ( = v ) and ωEarth × r, the magnitude of the velocity vector 

relative to the rotating atmosphere can be expressed as 

 
2 2 2 2 22 cos cos cos
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v v v r rω φ γ ω φ= − +  (3.9) 

where v denotes the magnitude of dr/dt, giving 
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From spherical trigonometry, we have 

 cos cos cos iφ γ =  

Then Eq. (3.9) becomes 
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As the effect of atmospheric rotation on drag is small and 
Earth

ω  may vary unpredictably by ±5 %, 

we should seek approximations in Eq. (3.11). The 
2 2

Earth
rω  terms can be neglected, since 

2 2 20.005
Earth rel

r vω < , and in the 
2 /

Earth
r vω  term we may take /

p p
r v r v= , where suffix p 

denotes values at perigee. As the main effects of drag at heights not more than 2H above perigee, 

where r/v does not differ from rp/vp by more than 4 % if H/rp < 0.01, and the effects are weighted 

towards perigee, the error in this last approximation will be less than 2 %. Thus, Eq. (3.11) may be 

rewritten as 

 1 cos
Earth p

rel

p

r
v v i

v

ω 
= −  

 
 (3.12) 

Although the expression is really an approximation, it has been written as an equality, because an 

error of 2 % in the ωEarth term leads to an error of only 0.1 % and this is also considerably smaller 

than the likely error due to lack of knowledge of ωEarth. Since rp, vp and i often change little during 

a satellite’s life, it may be possible to use the initial values of all three parameters in Eq. (3.12). On 

substituting Eq. (3.12) into Eq. (3.1), the magnitude of the specific disturbing acceleration due to 

drag may be rewritten as 

 
21

2
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a vρ δ= −  (3.13) 

parallel, but in the opposite sense, to vrel, the velocity of the satellite relative to the ambient air. The 

parameter δ is given by 
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3.1 Changes in a and e due to drag 

The sine of the angle between vrel and v never exceeds ωEarthr/v or 0.07 for a near-Earth 

satellite. Therefore, its cosine always exceeds 0.997 and can be taken as unity. Thus the specific 

acceleration due to drag tangential to the orbit is given by 

 
21

2
t

F vρ δ= −  (3.15) 

The specific acceleration normal to the orbit in the orbital plane can be ignored until we take into 

account the effects of atmospheric rotation on the orientation of the orbital plane. With these two 

simplifications, we can now write down the equations for the rates of change of a and e, by 

substituting Eq. (3.15) into Eqs. (6.13-14). 
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It is more convenient to work in terms of the eccentric anomaly E than the true anomaly f. 
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Using Eq. (3.18), then Eqs. (3.16-17) may be written 
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The velocity v can be expressed in terms of the eccentric anomaly E as 
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Substituting Eq. (3.21) into Eqs. (3.19-20), we obtain 
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The change of a and e during a revolution, ∆arev and ∆erev, are obtained by integrating Eqs. 

(3.22-23) from E = 0 to E = 2p. Thus, 
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In this method, we take the simplest model for air density, assuming that the density ρ depends 

solely on the distance r from the Earth’s center and varies exponentially with r, with the density 

scale height H being constant. Thus we may write 

 exp
p

p

r r

H
ρ ρ

− 
= − 

 
 (3.26) 

where ρ is the density at the initial perigee point at distance rp from the Earth’s center. Recalling 

that: 

 ( ) ( )1 cos 1pr a e E and r a e= − = −　 　  (3.27) 

and assuming that the variables in brackets in Eq. (3.26) change little over a revolution, we can 

rewrite Eq. (3.26) as 

 [ ]exp cosp c E cρ ρ= −  (3.28) 

where /c ae H= . 

Substituting Eq. (3.28) into Eqs. (3.24-25), we obtain 
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For e<0.2, expanding the integrals as power series in e, the Eqs. (3.29) become 
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Using the integral representation of the modified Bessel function of the first kind, Ij, given by 

 [ ]
2

0

1
( ) cos exp cos

2
jI c jE c E dE

π

π
= ∫  (3.31) 

then the terms in Eqs. (3.30) can be integrated individually. The results of the analytical solution 

are shown in Appendix D. 

  

3.2 Changes in i and ΩΩΩΩ due to drag 

The Gaussian planetary equations, Eqs. (B.2), show that the only orbital elements directly 
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affected by Fw are the inclination i and the right ascension of the node Ω; but the change in Ω is 

partially transmitted to the argument of perigee ω, as Eqs. (B.2) shows. This ‘knock-on effect’ is 

usually negligible. The magnitude of the specific acceleration due to drag given by Eq. (3.13) is 

parallel but in the opposite sense, to vrel, the velocity of the satellite relative to the ambient air. 

Since the orbital velocity v should be in the orbital plane and vrel makes an angle γ with the orbital 

plane, the component of vrel perpendicular to the orbital plane is 

 ( ) cos sinrel w Earthrω φ γ=v  (3.32) 

On applying the cosine formula, we may rewrite Eq. (3.32) as 

 ( ) sin cosrel w Earthr i uω=v  (3.33) 

Hence the specific acceleration due to drag in the T axis is 
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Substituting Eq. (3.34) into Eqs. (B.2), then we obtain the rate of the changes in i and Ω as 
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Eliminating dt and v by use of Eqs. (3.18) and (3.21), then we obtain 
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r, sinf and cosf may be expressed in terms of the eccentric anomaly E as 
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Utilizing the above relations and expanding in power of e, we may rewrite Eqs. (3.37-38) as 
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We assume an exponential variation of air density with height as in Eq. (3.26). Substituting for ρ 

from Eq. (3.28), and integrating, Eqs. (3.37-38) gives the change in i and Ω over a revolution: 
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Since 

 [ ]
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π
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for any integer j terms in sinE and sin2E within the integrals in Eqs. (3.42-3.43) can be dropped. 

Utilizing the integral representation of Ij given in Eq. (3.31), then we may rewrite Eqs. (3.42-3.43) . 

The equation of the results are written in Appendix D. 

 

3.3 Changes in ωωωω and M0 due to drag 

Applying the same methods described in the previous sections to Eqs. (B.2), then we find 

 
2 2

0

0 0
cos 0 0

dMd d
i dE and dE

dE dE dE

π πω Ω 
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since the integrals have only sin(jE) that can be dropped by Eq. (3.44). Therefore, we obtain 

 0cos 0rev rev i and Mω∆ = −∆Ω ∆ =　　 　　  (3.46) 

Other perturbing functions due to the solar radiation pressure and zonal harmonics are shown in 

Appendix E and F. 

 

 

4. Simulations 

We compared the present method with Cook’s method and the actual orbital evolution of a 

couple of objects in low Earth orbit and in geostationary transfer orbit. 

Figures 4-1 and 4-2 compare the changes in orbital elements in low Earth orbit. The space object 

of this test case is Explorer 9 (1961-004A) which was launched on February 16
th

, 1961, by the 

United States. As the figures show, Cook’s method and the new method provide similar orbital 

evolutions. Compared with historical evolution, the reentry dates are different because our 

propagator uses simple exponential model as the atmospheric density model. If we introduce a 

more accurate atmospheric density model, it would get closer to the actual orbit. The orbit of 

Explorer 9 was circular and eccentricity was small (approximately 0.1). Orbital evolutions are not 

different when using new method on the conventional method in such a case because both 

expressions become similar when the eccentricity has small value. 
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Fig. 4-1 Semi-major Axis (1961-004A). 
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Fig. 4-2 Eccentricity (1961-004A). 
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Figures 4-3 and 4-4 show results of the comparison in Geostationary Transfer Orbit (GTO). 

The space object is the rocket body which transferred the satellite Cosmos 41. The semi-major axes 

do not change between using Cook’s method and the new method because the short-periodic terms 

are neglected. In terms of the eccentricity, the new method works well compared to Cook’s method. 

The space object dropped to the Earth because the eccentricity increased too much. The reason why 

Cook’s method does not calculate the eccentricity correctly is that the perturbing equations assume 

that the eccentricity is small value because he assumes 

 1
i

a

r
≪  (4.1) 

therefore, the terms corresponding 
2( / )ia r  in Eqs. (C.1) are neglected in Cook’s method but not 

in the new method. Additionally, the time of computation of Cook’s method is larger compared 

with the new method whereas the accuracy is not as good. It is obvious that new method is superior 

to the conventional method. 
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Fig. 4-3 Semi-major Axis (1964-049E). 
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Fig. 4-4 Eccentricity (1964-049A). 

 

 

5. Conclusion 

A new analytical model has been established for computing the long-term orbital evolutions of 

space objects using a new approximation technique of perturbing functions. A few simulations of 

the model have been presented to demonstrate the long-term prediction of orbits, and the results are 

found to be useful for long-term computation in any elliptic orbit, in fact better than conventional 

methods. This new method was invented for investigating the evolution of space debris in the 

future. Actually the new method has been built in the orbital debris environment evolutionary 

models at Kyushu University and Johnson Space Center, National Aeronautics and Space 

Administration (NASA). The model can be a practical tool for predicting or designing orbits of 

space objects. 
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Appendix A. Coordinate Systems 

Figure A-1 shows the Satellite Local Coordinate System which applies to studies of relative 

motion. R is defined as always pointing from the Earth’s center to the satelliteand W is fixed along 

the direction normal to the orbital plane in direction of angular momentum. S is perpendicular to R 

and W axes.  

 

Fig. A-1 Satellite Coordinate System (RSW). 

 

 

Figure A-2 shows the Perifocal Coordinate System which is a convenient for processing 

satellite observations. The origin is at the center of the Earth, and the fundamental plane is the 

satellite orbit. P points towards perigee, and Q is 90 degrees from the P axis in the direction of 

satellite motion. W is normal to the orbit. 

 

Fig. A-2 Perifocal Coordinate System (PQW). 

 

 

 

Appendix B. Planetary Equations 

B. 1 Langrange planetary equations 

According to Vallado
1)

, Lagrange planetary equations is given by 

 
2da R

dt na M

∂
=

∂
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B.2 Gaussian planetary equations (RSW coordinate system) 

According to Vallado
1)

, the Gaussian form of the planetary equations in the RSW coordinate 

system is given by 
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where (Fr, Fs, Fw) are the components of the force vector. 
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Appendix C. Perturbation Due to the I-th Body 
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Appendix D. Perturbation Due to Atmospheric Drag 
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Appendix E. Perturbation Due to Solar Radiation Pressure 

Most satellites including geosynchronous satellites experience occasional eclipses. The solar 

radiation pressure is not a conservative force so we use Gaussian Planetary Equations to obtain a 

first-order solution. According to Vinti 
5)

, the rate of changes of the orbital elements become 
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where 

 s r

A
F PC

M
=  (E.2) 

 

and P is the solar constant, Cr is the coefficient of radiation, A is the area of the satellite, M is the 

mass of the satellite, and ri is the distance of the Sun and the Earth. 
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Appendix F. Perturbation Due to Zonal Harmonics 

Zonal harmonics cause also secular and long-periodic motion in orbital elements. According to 

Vinti
5)

, perturbing functions are derived as follows using the techniques by Escobal 
26)

. Perturbing 

functions due to J2 are following. 
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where 
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Perturbing functions due to J3 are following. 
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where 
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Similarly, perturbing functions due to J4 are derived as follows. 
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where 
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